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Group - A 
 

 

1. Answer any four questions : [4×5] 
 

 a) ―In a simple linear regression model estimated using OLS, the covariance between the estimated 

errors & the regressor is zero by construction.‖ Justify your agreement or disagreement with this 

statement both in case of simple linear regression model with intercept and without intercept. 

 b) Consider the estimated regressions * * * * *

i 1 2 i i
ˆ ˆ ˆY X u   , and i 1 2 i i

ˆ ˆ ˆY X u   , where 

*

i 1 iY w Y  & *

i 2 i 1 2X w X ; w ,w  are constants. Find the relation between the variances of *

2̂  & 

2̂ . 

 c) Prove that total variation of the dependent variable in a linear regression model can be split up 

into two parts : Explained variation (ESS) & Unexplained or residual variation (RSS). 

 d) Consider the following regression through origin model : i i iY x u , i 1,2   . 

  You are told that 2

1u ~ N(0, )  & 2

2u ~ N(0,2 ) and they are statistically independent. If X1 = 1 

& X2 = –1, obtain the weighted least square (WLS) estimate of  and its variance. Is this 

variance better than the variance of the OLS estimator had you incorrectly assumed that both u1 

& u2 
2~ N(0, ) . [3+2] 

 e) Consider the least squares regression of Y on a single variable X. Show that the coefficient of 

determination R
2
 is equal to the squared correlation coefficient between Y & X only if there is an 

intercept in the equation. 

 f) A researcher estimates the following  two models using OLS. 

  Model A : i 0 1 i 2 i iy S A     

  Model B : i 0 1 i iy S    

  where yi refers to the marks (out of 100) that a student i gets in an examination, Si refers to the 

number of hours spent studying for the examination by the student and Ai is an index of innate 

ability (varying continuously from a low ability score of 1 to a high ability score of 10). i is the 

usual classical error. The estimated 1 coefficient is 7·1 for model A, but 2·1 for model B; both 

are statistically significant. The estimated 2 coefficient is 1·9 and is also significantly different 

from zero. Does this suggest that students with lower ability spend more time studying? 

 g) The estimated regression of y on x is ŷ 0 399x 6 9     and the estimated regression of x on y is 

x̂ 1 212y 2 4    . What percentage of variation in y, on an average, is explained by x? 
 

2. Answer any two questions : [2×15] 

 a) Consider a two variable linear model Y x u   , where ,  are two parameters and u is the 

disturbance term. Calculate OLS estimators of &   & show that the OLS estimator of  is 

BLUE. State the reasons for the inclusion of the disturbance term u in the model. [12+3] 

 b) A production function is specified as i 1 1i 2 2i iy x x u    ; where ui are iid 2N(0, ) , y = 

output, x1 = labour input & x2 = capital input; i = 1, 2, ..., 23. The independent variables are non-
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stochastic. The following information are given : 
1x 10 , 

2x 5 , y 12 , 2

1i

i

x 2312 , 

2

2i

i

x 587 , 2

i

i

y 3322 , 
1i 2i

i

x x 1158 , 
1i i

i

x y 2770  & 
2i i

i

x y 1388 . 

  i) Find the 95% confidence intervals for 
1,   & 

2  and test the hypothesis 1 1  . [10] 

  ii) Find 95% confidence interval for 2 . [5] 

 c) i) Describe the steps involved in white test for detection of heteroscedasticity. [7] 

  ii) Explain the method of weighted Least Square (WLS) for removing the presence of 

heteroscedasticity in a regression model. [5] 

  iii) State the consequences of heteroscedasticity. [3] 

 d) i) Given a simple of 50 observations & 4 explanatory variables, what can you say about auto 

correlation if computed D-W ‗d‘ values are— 

   A)   1·05,       B) 2·5     and     C) 3·97? [4] 

  ii) Consider the following estimated demand for money function for India for the period 1978 – 

1995. t t t t 1log(M ) 1 6 0 10log(R ) 0 68log(Y ) 0 52log(M )        . 2R 0 92  ,d = 1·86, 

   Where Mt = Real Cash balance, Rt = long-term rate of interest & Yt = aggregate real national 

in come. 

   State the reason why for this regression equation, the d-statistic is inappropriate. [3] 

  iii) Assume that the disturbance term in a regression model is auto-correlated (through first-

order autoregressive scheme) but the value of auto-correlation coefficient ( ) is unknown. 

Explain the steps involved in remedying the auto-correlation problem in such a situation. [8] 
 

Group - B 
 

 

3. Answer any four questions : [4×3] 
 

 a) Distinguish between Fixed rent contract and Share cropping contract. 

 b) Mention two examples of Government failure. 

 c) What do you mean by asymmetric information? 

 d) Define disguised unemployment. 

 e) Define Rent Seeking. 

 f) Define Nairobi Puzzle. 

 g) Mention three conditions of corruption. 

 h) Distinguish between Piece rate wage & Time rate wage. 
 

4. Answer any one question : [1×8] 

 a) Discuss in detail the efficiency criterion in different types of land rented contract. 

 b) Graphically explain equilibrium situation in rural labour market — equilibrium with full 

employment & equilibrium with unemployment. 
 

5. Answer any two questions : [2×15] 

 a) What are the major assumptions of Lewis model. Discuss how economic development is 

achieved through migration in this model. Mention the major criticisms of this model. [3+7+5] 

 b) Define the concept of ‗Surplus labour‘. Discuss the implications of MPL = 0 for the existence of 

surplus labour in the Sen's model. 

  Discuss the various causes of market failure. [3+7+5] 

 c) Discuss the Harris-Todaro Model with diagram. Discuss the various policy options emanating 

from this model. [8+7] 

 d) Discuss in detail the problems of rural credit market. State the Lender's risk hypothesis. Explain 

graphically the monopolistic structure of rural credit market. [5+3+7] 
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